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LLITa je enetCollect?

e European Network for Combining Language
_earning with Crowdsourcing Techniques

e Beb npeseHTaumje akumje
- http:/enetcollect.eurac.edu/

e Benmka nHTepHauMoHaiHa Mpexxa QUHaAHCHMPaHa
Kao KoCT akumja CA16105

— TpeHyTHO BMLLe oa 120 y4yecHmKa



http://enetcollect.eurac.edu/

LlnbeBn akumje

e [loacTuuarbe NCTpaXkrBatba M MHOBALLM|A Y

NOMEHY YYeHa je31Ka

— YV MPUCTYMMMA Y KOJMMa Ce NMpUMErby|e
crowdsourcing

e PasBMjatbe MaTepunjaia 3a yu4erse |e31Ka
— COMTBEPCKA PeLUEeHba
- UrpnLe ca HaMeHoM

— CKYMOBW NMoaaTaka
— KOPMyCMH...



AKLIM|a e OTBOPEHAa 3a HOBE
VHECHMKE

e [locebHO cy NMoXKe/bHW Jbyan KO MMaly

MCKYCTBO Y HaCTaBW je3MKa

e [IpMjaB/bMBaHLE Y OKBUPY
BeO CTpaHuue U
V1a3ak y oaroBapajyhy
MY TPYMY




[ leT pagHux rpyna

« [WG1] R&I on Explicit Crowdsourcing for Language
| earning material production,

¢ [WG2] R&I on Implicit Crowdsourcing for Language
| earning material production,

« [WG3] User-oriented design strategies for a
competitive solution,

« [WG4] Technology-oriented specifications for a
flexible and robust solution,

« [WG5] Application-oriented specifications for an
ethical, legal and profitable solution.



YKpPaTKO...

 Whereas WG1 and WGZ2 focus on the combination
of Language Learning with explicit and implicit
Crowdsourcing techniques, WG3 focus on the user-
orientation of an online language learning solution to
ensure its capacity to attract and retain a crowd,
WG4 focus on technical specifications to support the
functional demands of Language Learning and
Crowdsourcing approaches and WG5 focus on
ethical questions, legal regulations and business
opportunities that such a combination between
Language Learning and Crowdsourcing can imply...



OTKYO |a TY?

e J1BO 1 MO AHEBHW XaKaToOH VY JIMcaboHy Kpajem

JaHYaPa






Tpehu roamiHsy cacTtaHak

e Y Jlncabony, 14. n 15. mapt 2019.
o /IHCcTUTYT Instituto Superior Técnico

e [lonaTHW AaH 3a OOYKY WM MHTEPHE CaCcTaHKe
DaAHVX MOArPYNa
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| Iporpam

Pey nobpoaoLuimie

YBOOHO NpeacTaB/batbe KOMMaHuje busuu

[ IpencTaB/barbe NocTepa

I1o Kpaja: NpeacTaB/barbe pesyaTata paaHmx

yl_la R <

Speak a language in
10 minutes a day™

Joi







[ I[porpam

e YienHO U
— MpPBa YXKMHa

— pyyYak
— Apyra y>kKmnHa

- Beyepa
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Introduction

Web corpora are valuable sources for the
development of language learning
exercises. However, the data may contain
inappropriate or even offensive language,
thus requiring data checking and filtering
before pedagogical use. We propose a
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approach to clean up such corpora, which
we apply to Portuguese, Dutch and
Serbian as case studies.

Approach proposal

Sentences to be judged by native
speakers are selected from a sample
corpus and consist of potentially good
and “bad” (offensive) sentences.
Inappropriate sentences are included
as ground truth for analysis.
Potentially good sentences are
extracted from the corpus, with
Sketch Engine GDEX filtering on, and
filtered using long blacklist of
offensive and controversial words.

« Bad sentences are obtained from the
corpus, without GDEX filtering, and
filtered using short blacklist of
offensive words, remainder is kept.

* Both blacklists are automatically
extended with synonyms using
semantic similarities of words from a
word embeddings model.

« After performing the crowdsourcing

experiment, contributor judgments

can be fed to a machine learning
classification model, for automatic
cleanup of the remaining corpus.
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Challenges

« Evaluation of the efficiency of
crowdsourcing for large-scale data
processing.

= Proper design of the project, so that
not only valuable and reliable results
can be collected, but the crowd also
feels motivated to participate.

Future work

= Create learner's dictionary from
cleaned web corpora

Create a Machine Learning classifier
that is able to classify sentence
according to an appropriateness of
the content, based on the sentence
obtained after crowdsourcing step

.
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lcxon

e HoBe nagje

o Cyrecrtuje

e [Ipennosu

e KOMeHTapu

e /1Ba HOBa Y1aHa
e JegaH HOBUM |e3UMK



HajBMLLE M3a30Ba 33 CPICKM

o hpuanyHM Beb Kopnyc Ha SketchEngine-y
- Hanor?
o KoHOUrypaumja GDEX

e OOyYEHUN MOOEN BEKTOPCKMX YIHbeXKAeHa (eHr /.
WordEmbedding)

e [IpHa nmcTa
o OpHWM Kpayoopcepu...



ANn...

e« O Opure HemMa Bajae, Beh y ce 1y ceoje K/byce!
e A N0 Tan...















obrigada e adeus!
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