2 — 4 September, 2019, Varna, Bugarska

Branislava Sandrih
24 X 2019
JeRTeh seminar, Beograd, Srbija
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* Research Group in CL, University of
Wolverhampton, UK

- PC CHAIR: Prof Dr Ruslan Mitkov

* LMD, Institute of Information and
Communication Technologies, BAS, BG

- OC CHAIR: Prof Dr Galia Angelova



CHERNhf';‘IMORE VARNA hall ODESSOS hall | Small hall 2nd floor
al
DLinNLP Summer
29 August School
DLinNLP Summer
30 August School
31 August RANLP Tutorials
1 Sept. RANLP Tutorials
2 Sept. RANLP Conference RANLP Conference | RANLP Conference
3 Sept. RANLP Conference RANLP Conference | RANLP Conference
RANLP Conference
4 Sept. RANLP Conference RANLP Conference and Student
Research Workshop
HiT-IT 2019 Workshop
Second Workshop on LT for digital
5 Sept. Tmn_lpfm L International BUCC 2019 historical archives
ranslation and Conference . -
Past- Interpreting ‘ ) ‘ 12th Workshop on with a special focns
conference Technology Blo;;rﬂaphlcal Dataina | Byilding and Using on CEE and SEE,
events Digital World 2019 Comparable Corpora Middle East and
North Africa
Welcome reception
post-conference events
HiT-IT 2019 o
6 Sept. . International BISKIRnL; TS
Second Workshop on Conference Workshop on
Post- Human—l!'lformed . . . Summarization
conference Translation and Blofg{aphlcal LR Across Languages,
events Interpreting Digltal World 2013 Genres and Sources

Technology




Summer School on Deep Learning in Natural Language Processing
welcome cocktail reception Thursday, 29 August in the evening.

Main conference and tutorials welcome cocktail reception, Sunday, 1
September in the evening.

RANLP'2019 Gala Dinner Monday, 2 September (Folklore and
entertainment programme during the dinner; dances after the dinner)

The Conference Excursion on Tuesday, September 3 in the afternoon.
The Conference Excursion will be a bus trip to two major historical
locations in Bulgaria: the Madara Rider and the Pliska fortress.

* Welcome cocktail reception for the post-conference events on
Thursday, 5 September in the evening.



Tim Rocktaschel (University College London)
- Introduction to Deep Learning for NLP

Hinrich Schutze (Ludwig Maximilian University, Munich)
- Neural-based representation Learning

Kyunghyun Cho (New York University)
- Latest topics in representation learning for language

Marek Rei (University of Cambridge)
- Application of Deep Learning in NLP
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RANLP-2019 SUMMER SCHOOL ON DEEP LEARNING IN NLP

VARNA hall

29 August 2019

30 August 2019

09:00 - 10:30

Morning }Fim }:ﬂﬂgﬁ“h;l o 09:00 - 12:30
niroduction 1o Deep Learning : -
Cottee K‘anh“.lfl Lhﬂ .
break: 11:00 - 12:30 L.:rw.'rrlr.-;lpu 5 in Representation
10:30- 11 Hinrich Schiitze Learning
Neural Representation Learning
Lunch Lunch break  12:30-14:00 Lunch break 12:30-14:00
14:00 - 15:30 '432{13 - "—;’” o e Sess
Hinrich Schiitze \lexander Popov ErstlLaI ession
P . . Sense/sywmser embeddings and graph
Neural Representation Learning ,
enrichment methods
Afternoon | 645 19:00
Coff Heike Adel  Practical Session |5(:;J{J,;i|;:{i? ian and Shiva Taslimi
b e‘? General introduction to PyTorch m1 ; “ ;nlu:n and Shva imipoor
reak: Hands-on material on embeddings Practical Session
15:30 - 16

and how pre-trained embeddings can
improve models for NLP

19:00-20:00 Informal poster session

Sequence labelling and tagging

17:30- 19:00
Marek Rei
Application of Deep Learning in NLP

20:30 Main Hotel Lobby
Welcome Reception




Impact of Text Classification in
Natural Language Processing Applications

Authorship Identification of Short Texts

{Sandrih 2018)

W desseribe an apgraach for abtaining bilingusl terminclogy pais autarmatically, and
damansirate its effectiveness for EnghshySerbian Lnguage par:

eyt el

The compled Bt of bEngual MWTs & afterwards manually evaliated. A binary
dasmifier that mags pairs {samples) to 2 pace of Enguistic featwes (Chart 1) was
trained to dasily candidate translation pairs in the future. Pars were clxssitied either
= good o s bad transtations. This clasifier {Table 1] can be used for compilation of
the damain kexica for the same damain in e Jiture.

Table £ Qaifatis mads

Sentiment Classification in Short Messages

{Sandrih 2019)

kit possible to tell which sentiment is contained ina short message e g SMS) based
an Enguistic and stylometsic features of the message?

Contact

kit possible to tll who i the author of a shart fext je.g. SME) based on Bnguistic
and stylometric fostures of the text?

Miange Scusler | s Graalicn Bsing.

w:_i_b_. y '.._._._...‘
"|||||I|Ii||u |||I]|||_u

‘Wi present amaded for selection of good dictionary examgies (GDEX) for Serbian and
development of witial model companents. The popaied methed & based on a
thorough analyss of varius kedcal and syntactic features in a copus compied of
examphes Fom the five digitized voheres of the Serbim Academy of Scinces and Acts
{5a54) dictionary.

Fer each {dictionary entry, example] paic, we exiracted the following set of features:
senbence length, number of digits, number of “weird® dharacters, puncuation eount
umber of 3l tokens, average foken length, maximum foken length, nurmber of
eapitalised werds, number of rare takens |in cantmst to the rekerent eanus), sveage
equency of wards and number of granours.

The featwe distribiution of examples from this corus & comgared with feature
distribution of sentence samgles extracted from corpora comprising various texts.
The analysis showed that there & a group of features whichare strang indicators that
a sentence should not be wed a an examgle. The remaining features, inchufing
detection of nonstandard and other marked ks from SASA dictionary, are wed for
ranking, The selected cindidate eximples, represented as festurevechrs, e wed
for GDDX ranker for Serbian candidate examples and a supenised machine leaming
mackel (Tatshe 2] for classification on standard and non-standard Sesbian sentences, for
further integration into 2 soksion for present and future dictionary prachuction
prajects

Trecision Recall Fl-score Number of samples
[iEE) [T 1156

RO 0. 75 T
OK 073 087 07 11,180
Total 0.78 077 077 223%

Table 2. Rozsles of the LogiaricRegre sdonbinary daslier




* Preslav Nakov (Qatar Computing Research
Institute, HBKU)

* Valia Kordoni (Humboldt University of Berlin)

* Antonio Miceli Barone (University of Edinburgh) &
Sheila Castilho (Dublin City University)

* Vlad Niculae & Tsvetomila Mihaylova (Institute of
of Telecommunications, Lisbon)



RANLP-2019 TUTORIALS, VARNA hall

31 August 2019

1 September 2019

Preslav Nakov
Fact Checking: Truth Seeking in the

Antonio Miceli Barone and Sheila
Castilho

Neuwral Machine Translation

9:30-13:10 | Age af Disinformation
Coffee break: 10:30 - 10:50 Coftee break: 10:30 - 10:50
Break: 11:50 —12:10 Break: 11:50 — 12:10
Lunch Lunch break  13:10-14:30 Lunch break 13:10-14:30
Valia Kordoni Vlad Niculae and Tsvetomila
Deep Learning for Metaphors and Mihaylova
14:30-18:10 | Idioms Latent Structure Models for NLP

Coffee break: 15:30 - 15:50
Break: 16:50— 17:10

Coftee break: 15:30 - 15:50
Break: 16:50— 17:10

19:30 VARNA hall
RANLP Welcome Cocktail and
Tutorial in Bulgarian Folk Dances




* Oko 220 poslatih radova

* 150 prihvacenih radova

- 18 dugih radova
- 37/ kratkih radova
- 95 postera

e Bez razlike u zborniku



* Hinrich Schutze

- Teaching Deep Networks Lexical Semantics:
the Easy Way or the Hard Way?

* Kyunghyun Cho

- A Generalized Framework of Sequence
Generation



e Ken Church

- Setting Appropriate Expectations: are Deep
Nets too Hot? Too Cold? Or just Right?

 Sebastian Padod

- Entities as a Window Into (Distributional)
Semantics



* Preslav Nakov

- Detecting the 'Fake News' Before they were
even Written



* Development and Evaluation of Three
Named Entity Recognition Systems for
Serbian - The Case of
Personal Names

Branislava Sandrih. Cvetana Krstev &
Ranka Stankovic



velopment and Evaluation of Three Named Entity Recognition
Systems for Serbian - the Case of Personal Names

In this paper we present a rule- and lexicon-based system for the recognition of

Named Entities (NE) in Serbian newspaper texts that was used to prepare a gold standard
annotated with personal names. It was further used to prepare training sets for four

different levels of annotation, which were further used to train two Named Entity Recognition (NER)

systems: Stanford and spaCy.

All obtained models, together with a rule- and lexiconbased system were evaluated on two sample texts:

a part of the gold standard and an i

newspaper text of

the same size.
trained models in

Its show that rule- and lexicon-b:

all four scenarios (measured by F), while Stanford models have the highest recall.

The produced models are incorporated into a Web platform NER&Beyond

thatprovides various NE-related functions.

The first NER system for Serbian (SRPNER) was a rule- and lexicon-based system.
It was designed in a form of the cascades of Finite-State Transducers (FST) in which

every transducer recognizes and tags a certain class of NEs. Each transducer rely in its work
on the results of previous transducers and on e-dictionaries of Serbian.

SRPNER recognizes 11 classes of NEs: dates (moments and periods), time (moments and periods),

money

and hydronyms), and personal names (one or more last names with or without first names and nicknames).
SRPNER was used for the preparation of the gold standard — a large text sample annotated with personal names
dubbed GOLDPERS. The sample consists of short news published on the Web by 4 Serbian daily newspapers,
oone news portal (B92) and one weekly magazine (Bazar). The sample consists of 321,127 tokens.

The gold standard was produced following these steps:

« Each text was annotated using SRPNER;

« Tagsthatdidnotrefertopersonalnameswere deleted;
« The remaining tags were evaluated as correct, partially correct (overlapping), not correct (not a name);
 The missing tags were inserted, and typos that led to incorrect tagging were corrected.

names (countries, oronyms

An on-line tool for different purposes related to Named Entity Recognition was developed by Serbian NER team
from JeRTeh - Society for Language Resources and Technologies. The tool consists of 9 modules.

NER & Beyond

XML->BRAT module supports transformation of XML files
which tags are interpreted as named entities, to BRAT format;

BRAT-XML module supports transformation offiles in BRAT
format and their corresponding textual files to XML format;

BRAT->CoNLLO2 module supports transformation of files in
BRAT format and their corresponding textual files to CONLLO2 format,
using a Python script that is a part of BRAT package;

CoNLLO2->BRAT module supports transformation of files in CONLLO2
format to BRAT format and their corresponding textual files,
using a Python script that s a part of BRAT package;

XML->CoNLLO2 module supports transformation of XML files
which tags are interpreted as named entities, to CONLLO2 format

NER statistics module is developed for analysis of annotated text
co llections in BRAT, that can be automatically downloaded via
BRAT web interface. Various statistics related to distributions

of named entities and attributes can be computed, including
frequencies of annotated entities, classes,a ttributes per document
and collection;

Gemini tool allows comparison of two text annotation files and
provides different alignment scores. It is possible to compare

a pair of XML files, a pair of files in BRAT format

and one XML file against a file in BRAT format.

spaCyNER module provides NE annotation using spaCy,
a free, open-source library for advanced NLP tasks in Python.
This portal offers automatic annotation of texts in English,
Spanish, German, Portuguese, French, Italian, Dutch and Serbian;
We used it for training NER on our four versions of GOLDPERS.
We coded a Python script that transforms each sentence into a
training sample, represented as a lst of triplets. For example, for
the sentence “srpski reditel] Aleksandar Sasa Petrovic”

(Serbian director Aleksandar Sasa Petrovic), the corresponding
triplet representation for the PERS 4 model would be:
(0,14,"ROLE"),(16,39,"PERS FULL") where the first and the second
element represent the start and the end character offset,

while the third element represents the NE itself.

StanfordNER module provides Named Entity annotation
using STANFORD NER models, which are available for Serbian,
English and German with different levels of details,

e.g. number of NE classes.

Serbian model is developed withing presented research, while
English and German are integrated from Stanford repository;
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